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Context: Convolutional neural networks (CNNs) are currently used in a wide range of artificial intelligence

applications. In many cases, these applications require the execution of the networks in real time on embedded

devices. Hence the interest in these applications achieving excellent performance with low power consumption.

CNNs perform operations between the input data and the network weights, with the particularity that there is no

dependence between most of the operations. Thus, the inherent parallelism of Field Programmable Gate Arrays

(FPGAs) can be used to perform multiple operations in parallel, maintaining the good performance per watt that

characterizes these devices. This paper focuses on evaluating the convolution algorithm for a convolutional

layer of neural networks by exploring parallelization directives using VIVADO HLS, and it aims to evaluate

the performance of the algorithm using optimization directives. Method: The methodology consists of an

exploration of the design space of a convolutional neural network layer implementation using VIVADO HLS.

Performance verification of the FPGA was performed by comparing the output data with the same convolution

algorithm implemented in MATLAB. A layer of the commercial version Xilinx DNNK was used as a reference

for performance measurements of the different implementations obtained during the exploration of the design

space. In this work, multiple variations of optimization directives are used, such as pipeline, array partition and

unroll. Results: This paper presents the results of a reference implementation (without optimization directives)

of the convolution algorithm concerning algorithm latency and the hardware resources used by the FPGA. The

results are compared with the implementations of the algorithm, including different combinations of two

optimization directives (pipeline and partition array). Conclusions: This work explores the design space of a

convolution algorithm for a convolutional neural n
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